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Abstract—In recent years, fluorescence analysis of scenes has received attention in computer vision. Fluorescence can provide addi-
tional information about scenes, and has been used in applications such as camera spectral sensitivity estimation, 3D reconstruction,
and color relighting. In particular, hyperspectral images of reflective-fluorescent scenes provide a rich amount of data. However, due
to the complex nature of fluorescence, hyperspectral imaging methods rely on specialized equipment such as hyperspectral cameras
and specialized illuminants. In this paper, we propose a more practical approach to hyperspectral imaging of reflective-fluorescent
scenes using only a conventional RGB camera and varied colored illuminants. The key idea of our approach is to exploit a unique
property of fluorescence: the chromaticity of fluorescent emissions are invariant under different illuminants. This allows us to robustly
estimate spectral reflectance and fluorescent emission chromaticity. We then show that given the spectral reflectance and fluorescent
chromaticity, the fluorescence absorption and emission spectra can also be estimated. We demonstrate in results that all scene spectra
can be accurately estimated from RGB images. Finally, we show that our method can be used to accurately relight scenes under novel

lighting.

Index Terms—Reflectance and Fluorescence Spectra Recovery, Fluorescent Chromaticity Invariance, Varying lllumination
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1 INTRODUCTION

LUORESCENCE analysis has received attention in re-
F cent years. This is because fluorescence can provide
additional information about scenes and has been ap-
plied to problems in camera spectral sensitivity esti-
mation [1], 3D reconstruction [2], [3], immersion range
scanning [4], and color relighting [5], [6] to name a few.

Fluorescence is also very different from ordinary re-
flectance in the way it responds to incident light [7], [8].
When a reflective surface is illuminated at a particular
wavelength it reflects back light of the same wavelength.
Fluorescent surfaces on the other hand, will absorb
incident light at certain wavelengths and then emit back
light at longer wavelengths. This wavelength shifting
phenomenon is known as Stokes shift [9][10].

As the properties of fluorescence are very different
from ordinary reflectance, neglecting fluorescence can
result in completely incorrect estimation of photometric
properties. This in turn negatively affects many methods
that rely on accurate color estimation. We see a scene is
captured under blue and green lights (Figure 1(a)). When
the effects of fluorescence are considered (Figure 1(b)),
the simulated relighting results are close to the ground
truth. However, when we assume that the scene does
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(a) Ground Truth
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cence rescence

Fig. 1: (a) The scene captured under blue and green light. (b)
Simulated relighting results with consideration of fluorescent
effects. (c) The relighting results without considering fluores-
cence.

not include fluorescent materials, the relighting results
for the fluorescent materials are wrong (Figure 1(c)).

It is also the case that in practice, most fluorescent
objects are not purely fluorescent. Instead, they contain
a combination of reflective and fluorescent components
so both components need to be considered. These two
components can be described in terms of the reflectance,
fluorescence absorption and emission spectra. The re-
flectance spectrum is used to describe how much light
is reflected by the reflective component at different
wavelengths. The fluorescence absorption and emission
spectra on the other hand, describe how much light
is absorbed at shorter wavelengths and then emitted
at longer wavelengths. Therefore, to capture and re-
cover reflective and fluorescent components, a reflective-
fluorescent imaging system needs to be able to recover
the reflectance spectrum for the reflective component,
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and absorption and emission spectra for the fluorescent
component.

The conventional approach to capturing these two
components is to exhaustively measure different com-
binations of reflecting, absorbing and emitting wave-
lengths [11]. This process is labor intensive and more
efficient approaches for imaging scenes is desired. Zhang
and Sato [8] proposed a method that uses an RGB
camera and independent component analysis (ICA) to
separate reflective and fluorescent components but their
method does not capture the spectral distributions of re-
flectance, fluorescence absorption and emission. In recent
work, methods for hyperspectral imaging of reflective-
fluorescent scenes have been proposed [5], [6]. These
methods are effective but require specialized cameras
and specialized illuminants such as narrowband light or
high frequency light spectra.

We propose a more practical approach to hyperspec-
tral imaging of reflective-fluorescent scenes using only
a conventional RGB camera and varied colored illumi-
nants. Our method takes as input RGB images under
different lighting and effectively separates reflectance
and fluorescence at each wavelength. These separated
results can then be used for tasks such as accurate color
relighting of scenes under novel lighting (Figure 4).

The key idea in our approach is to exploit a unique
property of fluorescence: the chromaticity of fluores-
cence emissions are invariant under different illumi-
nants. Based on this property, we formulate a method
that takes RGB images and performs pixel-wise estima-
tion of spectral reflectance and fluorescent chromaticity.
The method works by iteratively improving estimates
of the spectral reflectance and fluorescent chromaticity
in turn. We show our method is robust to initializa-
tion conditions and converges onto accurate spectral
reflectance and fluorescent chromaticity for real scenes.
Then we propose methods for estimating the fluores-
cence absorption and emission spectra of the scene given
the estimated spectral reflectance data and fluorescent
chromaticities.

In summary, our main contributions are that we

1) Exploit the illuminant-invariant chromaticity of flu-
orescence to estimate both spectral reflectance and
fluorescent chromaticity from RGB images,

Devise a means for estimating fluorescence ab-

sorption and emission spectra from given spectral

reflectance and fluorescent chromaticity,

3) Ultimately, presenting the first system capable of
imaging all reflectance and fluorescence absorption
and emission spectra of real scenes using only
a conventional RGB camera and varied colored
illuminants.

2)

We show our method is accurate and demonstrate its
effectiveness in predicting color relighting of real scenes.

The rest of this paper is organized as follows. Section
2 reviews the related work on estimation methods for
reflective and fluorescent components, and fluorescence
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applications. In Section 3, we describe the fluorescence
model and properties of fluorescent surfaces. Section 4
presents the proposed method based on the properties
of fluorescent materials. The experimental results are
provided in Section 5. The spectral distributions of our
illuminants are detailed in Section 6. Finally, conclusions
are drawn and future directions of our research are
discussed in Section 7.

2 RELATED WORK

There have been a number of effective methods for es-
timating the spectral reflectance of scenes. For example,
Tominaga [12] recovered reflectance spectra from images
captured by a monochrome camera with sequentially
placed band-pass filters. Park et al. [13] employed mul-
tiplexed illumination produced by sets of LEDs for fast
spectral imaging of dynamic scenes. Chi et al. [14] ob-
tained the spectral information of a scene in the presence
of unknown ambient illumination by optimizing wide
band filtered illumination. Han et al. [15] recovered spec-
tral reflectance using multiple illuminations produced by
the color wheel in a DLP projector. Jiang and Gu [16]
recovered spectral reflectance from two images taken
with conventional consumer cameras under commonly
available lighting conditions. These methods are practi-
cal and effective for imaging spectral reflectance but their
limitation is they cannot accurately capture scenes with
fluorescent surfaces. The reason for this loss in accuracy
is because reflective and fluorescent surfaces react to
incident light very differently.

The detrimental effects of not considering fluores-
cence is nicely illustrated in Johnson and Fairchild [7]
where they showed that taking fluorescence into account
dramatically improved color renderings. Lee et al. [17]
provided a mathematical description for fluorescent pro-
cesses and recovered the additive spectra of reflective
and fluorescent components but did not separate them.
Furthermore, Barnard [18] proposed improvements to
color constancy algorithms which included spectral data
from several fluorescent materials. Later, Wilkie et al.
[19] showed accurate results by rendering fluorescence
emissions using diffuse surfaces that can reflect light
at a wavelength different from its incident illuminant
wavelength. Hullin et al. [20] also demonstrated the
importance of modeling different reflective-fluorescent
materials by introducing the bidirectional reflectance and
reradiation distribution function (BRRDF).

A conventional way to measure fluorescence in the
spectral domain is to use Bispectral measurements [11].
However, exhaustively measuring different combina-
tions of absorption and emission wavelengths is labor
intensive. Later, Zhang and Sato [8] proposed an ICA
based reflective-fluorescent separation method. Tomi-
naga et al. [21] used two light sources and multispec-
tral imaging to estimate fluorescence emission spectra.
Alterman et al. [22] separated the appearance of each
fluorescent dye from a mixture by unmixing multi-
plexed images. Fuchs [23] estimated the reflectance and
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fluorescence emission spectra of coral. None of these
recent methods fully recover all reflective and fluorescent
components of scenes.

In recent work, methods for hyperspectral imaging of
reflective-fluorescent scenes have been proposed. Lam
and Sato [5] provided a method for recovering the
full spectral reflectance and fluorescence absorption and
emission spectra of scenes but they required a multiband
camera and multiple narrowband illuminants. Fu et
al. [6] also recovered the full spectral reflectance and
fluorescence spectra of scenes by using high frequency
light spectra but they require a hyperspectral camera
and a programmable light source: a device that can be
programmed to produce arbitrary light spectra. Zheng et
al. [24] recovered all the different types of spectra by
using 3 ordinary illuminants, but they still require a
hyperspectral camera. While effective, all these methods
require specialized equipment so their use in applica-
tions is limited. We propose a more practical approach
to fully capturing the reflectance and fluorescence ab-
sorption and emission spectra of scenes using an RGB
camera and varied illuminants.

The wavelength shifting phenomenon of fluorescence
has also been studied and used for solving computer
vision problems. Han et al. [1] utilized separated fluores-
cent components to estimate camera spectral sensitivity
under unknown illumination. Sato et al. [2] used the
fluorescent component for photometric stereo. Treibitz et
al. [3] constructed 3D models from fluorescence. Hullin ef
al. [4] utilized the fluorescent component for fluorescent
immersion range scanning. Lam and Sato [5] and Fu et
al. [6] predicted the appearance of relit fluorescent scenes
after all information of spectra were recovered in the
scene. Fu et al. [25] removed scene interreflection using
fluorescence.

3 REFLECTANCE AND FLUORESCENCE

In this section, we first describe a physical model
for reflective-fluorescent scenes. Then, we detail how
reflectance and fluorescence spectra can be measured
in terms of a physical model. Finally, we explain
the illuminant-invariant chromaticity of fluorescence by
derivations of the model, which will be employed in
our method to simplify our problem for estimating
reflectance and fluorescence spectra.

3.1 Reflectance and Fluorescence Model

Most fluorescent materials exhibit both reflectance and
fluorescent emission. Since reflectance and fluorescence
are different physical processes, they need to be de-
scribed using different models.

The appearance of a surface point’s reflection depends
on the incident light and the scene’s reflectance. The ob-
served spectrum of an ordinary reflection at wavelength
A can be expressed as

pr(A) = 1(N)s(A), )

—Absorption
—Emission

0.5

1?00 500 600 700
Wavelength (nm)

Fig. 2: An example of absorption and emission spectra from the
McNamara and Boswell Fluorescence Spectral Dataset [26].

where [(\) is the spectrum of the incident light at
wavelength A and s(\) is the spectral reflectance of the
material at wavelength A.

Fluorescence typically transfers the energy from one
wavelength to a longer wavelength. Fluorescent emis-
sion occurs after an orbital electron of a molecule, atom
or nanostructure absorbs light and is excited, then the
electron relaxes to its ground state by emitting a photon
of light and releasing heat after several nanoseconds.
The higher the light frequency is, the more energy
the light carries. Since some of the absorbed energy
is lost as heat, the fluorescent emission will be shifted
to longer wavelengths. How much light is absorbed at
different wavelengths and then emitted is described by
the absorption and emission spectra. Figure 2 shows
an example of such spectra for a fluorescent material
over the visible spectrum. The observed spectrum of
a pure (non-reflective) fluorescent surface depends on
the incident light, absorption spectrum and emission
spectrum of the material [8], and can be described as

pr) = (([100a3 1 ) v e

where A\ and ) are the wavelengths of the incident
light and the outgoing fluorescence, respectively. I(\')
is the illuminant intensity at wavelength ', a(\) is the
normalized absorption spectrum and e(\) represents the
emission spectrum.

3.2 Reflectance and Fluorescence Capture Process

We begin by briefly describing how reflectance and
fluorescence absorption and emission spectra for a single
point can be measured using bispectral measurements
[11].

Reflectance Measurement: Stokes shift indicates that
a fluorescent point illuminated at wavelength A" will
generally emit light at longer wavelengths A. The im-
plication is that light will not generally emit at the same
wavelength as the illuminant. Thus if we illuminate a
reflective-fluorescent point at wavelength A" and observe
the point at wavelength A\ when \' = ), we will ob-
serve only the reflective component!. An example of re-
flectance only recovery can be seen in Figure 3(a). In this

1. There is usually an overlap between the long wavelength end
of the absorption spectrum and the short wavelength end of the
emission spectrum (Figure 2). This would cause the observed light
at the “overlap wavelengths” to be a mix of reflectance and emission.
However, in our case, the reflected light is typically much brighter than
the emission and so cross-talk is minimal [27].
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llluminant at different wavelength

<— Absorption <— Emission

(a) Reflectance and Emission Capture

(b) Absorption Capture at Different Wavelengths

Fig. 3: Capture of reflective-fluorescent spectra at a single point in a scene. (a) When the reflective-fluorescent scene is illuminated,
the reflectance spectrum can be measured at the same wavelength as the illuminant while the emission spectrum can be
captured at longer wavelengths. (b) Varying the illuminant over different wavelengths and measuring the fluorescence emission
spectrum at the same wavelength. The observation of different scaled emissions allow us to infer the fluorescence absorption

each wavelength.

case, the scene is illuminated by narrowband illuminants
across the visible spectrum in 10 nm intervals from 400
nm to 700 nm. The reflectance spectrum is captured by
observing the same wavelength as the illuminant. In the
overlapping region between the absorption and emission
spectra, we still observe the reflectance spectrum clearly
since the fluorescent emission there is extremely weak.

Emission Measurement: An emission spectrum will
maintain the same shape regardless of the illuminant.
The only effect an illuminant has on the observed
emission spectrum is its scale. Since Stokes shift causes
emissions to be observed at longer wavelengths than the
illuminant, we could fix an illuminant at \" and observe
the emission for all wavelengths A > )\". As long as we
set A" at a short enough wavelength, we can observe
the entire emission spectrum. In the case of a reflective-
fluorescent point, no reflectance would be observed at A
as reflectance only occurs at the same wavelength as the
illuminant. Figure 3(a) shows an emission illuminated
by a narrowband light.

Absorption Measurement: The absorption spectrum is
just defined as how much the illuminant scales the
emission at a given wavelength. Thus we can simply
observe the scale of the emission at a wavelength A while
varying the illuminant wavelength A" for A" > \. How
much the strength of the observed emission changes
at wavelength A defines the absorption spectrum at
wavelength \'. Figure 3(b) shows the observation of
different scaled emissions for inferring absorption at the
illuminant wavelength.

In our paper, we use bispectral measurements to ob-
tain the ground truth to evaluate the accuracy of our
method.

3.3 Constant Chromaticity

From Equation (2), we can see that for a given fluo-
rescent material, its emission spectrum always has the
same spectral distribution regardless of the illuminant’s
spectral distribution (Figure 3(b)).

Thus when a pure fluorescent surface is captured by
an RGB camera, the color of the pixel for the n-th channel
under the m-th illuminant is

£ = [ enpp o

< / I d/\> / L()e(A)dA.

®)

Here, ¢, (A\) (n = (1, g,b)) is the camera spectral sensitiv-
ity for the R, G, and B channels. Let

D, :/Cn(A)G(A)d)\,

be called the reference value of the emission spectrum
e(N).

We can see that [ (A )a(X)d\ is determined by the
absorption spectrum and incoming illumination spec-
trum, and independent from the spectrum of the outgo-
ing fluorescence. Replacing this part by k,, and substi-
tuting Equation (4) into (3), Equation (3) can be rewritten
as

(4)

frT = kmDn- (5)

Note that k,,, is the same for all three channels.

Then the chromaticity E)* of the fluorescent compo-
nent for the n-th channel under the m-th illuminant
becomes

Zf:l ke Dy Z?:l D,
where E,, is called the reference chromaticity. The scale
factor k,, can be eliminated, thus the chromaticity of the
fluorescent material is independent of both the illumi-
nant and absorption spectrum, and it only depends on
the camera spectral sensitivity and emission spectrum.
Equation (6) implies chromaticity value E]" is constant
under varying illuminations. We also note that since
Zi:l E, =1, Es = 1— E; — Ey, the chromaticity can
be uniquely expressed with only 2 values. However, for
convenience in our derivations, we will express chro-
maticity in terms of 3 values.

m o __
n =

(6)

n»

4 REFLECTANCE AND FLUORESCENCE SPEC-
TRA ESTIMATION

In this section, we present a method to recover the
full spectra of reflectance and fluorescence. First, the
reflectance spectrum and the chromaticity of the fluo-
rescent component are estimated in an alternating op-
timization process with an initialization of the fluores-
cent chromaticity. Then, the fluorescence absorption and
emission spectra are recovered. Finally, we discuss how
the fluorescent chromaticity can be initialized in our
method.

Throughout this paper, we use bold uppercase let-
ters (e.g., W), bold lowercase letters (e.g., s) and plain
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Fig. 4: Overview of the method The 1nput images are captured
under varied illuminants. The reflectance spectrum and the
chromaticity of the fluorescent component are optimized in a
process of alternating iterations that exploits the illuminant-
invariant chromaticity of fluorescence. After that, the fluo-
rescence absorption and emission spectra are estimated. All
these recovered spectra can be used to relight the reflective-
fluorescent scene under new illuminants.

lowercase or uppercase letters (e.g., s and E) to denote
matrices, column vectors, and scalars, respectively.

4.1 Problem Formulation

We start by describing the basic formulation of our prob-
lem. When taking an image of a scene with reflective-
fluorescent components using an RGB camera, the in-
tensity of each pixel for the n-th channel under the m-th
illuminant is

pno=ry )

r" is the reflective component for the n-th channel under
the m-th illuminant and can be described by

rm = / en (V) (V)s(N)dA, ®)

where s()\) is the spectral reflectance of the material at
wavelength A, [,,()\) is the m-th illuminant’s intensity
and c¢,(A) (n = 1,2,3) is the corresponding camera
spectral sensitivity for the R, G, and B channels.
Substituting Equations (8) and (3) into Equation (7),

i — / (V) (V)s(A)dA

+ ( / zm(X)a(A’)dx) / en(Ne(N)dA.

Equation (9) describes how the components of a
reflective-fluorescent surface jointly appear in a camera
image under illuminant /,,. Our task is to determine the
full spectral reflectance s and fluorescence absorption
spectrum a and emission spectrum e given the observed
ppt under different illuminants l,,, and camera spectral
sensitivity ¢,,, which can be estimated by

©)

{3,a,é} (10)

= argmin G(s,a,e),
s,a,e

0.5

0]

-0.5]

400 500 600

(a) Basis for the reflectance spec-
trum.

(b) Basis for the absorption spec-
trum.

Fig. 5: The bases are used to describe (a) reflectance and (b)
fluorescence absorption spectra.

where

sae

=3 Sl (o)l
-3 / P = en (W)l (V) s(\)dA—

</ zm(A’)a(A')dX) /cn(A)e(A)dAH%

and p’ (s, a,e) is the estimated parameterization of p'.

Our method for optimizing Equation (10) makes use
of the illuminant-invariant chromaticity property of flu-
orescence. Therefore, all spectral components can be de-
termined in two stages. We start by using the illuminant-
invariant chromaticity of fluorescence to estimate the
reflectance spectrum s and the fluorescent chromaticity
values E,, for all channels n. After that, the fluorescence
absorption spectrum a and emission spectrum e can be
recovered. Figure 4 shows an overview of the proposed
method.

(11)

4.2 Reflectance Spectrum Recovery

In Section 3.3, we showed that the chromaticity of fluo-
rescence is invariant under different illuminants. We now
show how to use the illuminant-invariant chromaticity
of fluorescence in conjunction with basis functions for
spectral reflectance to estimate the spectral reflectance
of the scene.

According to a previous study [28], the spectral re-
flectance of various materials can be approximately rep-
resented by using a small number of basis functions as

J
A) = Z a;b;(\)

where b;(\) (j = 1,2,---,J) are the basis functions
(Figure 5(a)) for spectral reflectance and «; are the
corresponding coefficients. From Equation (12), Equation
(8) can be rewritten as
= Z g
J

n = Zaj /cn(A)lm(A)b (A)dA

where ¢, = [ ¢ (N) b;(A)dA.

We now show that the 111um1nant—invariant chromatic-
ity of fluorescence makes it possible to estimate the
spectral reflectance s without knowing absorption spec-
trum a and emission spectrum e. First note that f]* =
p—rm = pmr—%" JReT According to Equation (6), the

(12)

(13)
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chromaticity value E]* for channel n under illumination
m can be computed by

fm PR =22,
Em =t = LI — B, (14)
> I Zt(p;n*Zj O‘qu)

By straightforward algebraic manipulation of Equa-
tion (14), we can see that

Py =E.> (" Zaqu + Zaaqz"] =i (a, E),
t
(15)
where « is the set of coefficients «; (j = 1,2,...J) and

E is the set of chromaticity values E,, (n =1,2,3), and
P (o, E) is the parameterization of p]'. Then instead of
minimizing Equation (11), we can minimize

ZZHpn — by (o, B)|3,

where pI" (v, E) is called the estimated parameterization
of p;. Equation (16) shows that coefficients o and chro-
maticity E can be estimated in place of s, a, and e.

The parameters o« and E need to be chosen to min-
imize the error function in Equation (16). Determining
a would allow for recovering the spectral reflectance s
according to Equation (12). Finding E would provide
us with the fluorescent chromaticity which will be used
in later steps to determine the fluorescence spectral
components.

We propose a simple and effective method for estimat-
ing parameters o and E using alternating iterations to
converge upon a solution. We first initialize the fluores-
cent chromaticity E and denote it as E. A more detailed
discussion on the initialization of E can be found in
Section 4.5. We then solve for o as

= argmin Z Z lpry —

One way to solve Equation (17) is to find a such that
p' = pi' (e, E). Then rearranging terms in the equation,

(16)

(e, E)|3. 17)

we can get

n = Z ajw,’zj, (18)

J

where

=p) — En Zpt 7

g (19)
=y~ B Yy
t

Equation (18) can be solved for all m and n in matrix
form by finding the vector a = [, ..., as]T such that

y=Wa, (20)

where y = [y}, y3,y3, ., v,y yM)T, is a 3M x 1 vector
and W is a 3M x J matrix where W3, 1) 4n; = wy';.

In our system, we actually have 2M independent
equations because chromaticity is uniquely expressed
in only 2 values. We choose M, such that 2M > J,
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so the problem of estimating coefficients o is over-
determined. We adopted the constrained minimization
method employed in Park et al. [29] with a non-negative
constraint on the reconstructed reflectance spectrum and
use the second derivative of the reflectance spectrum
with respect to A as a smoothness constraint,

s\’
&—mmy{MWhﬁ+m/<5¥»<M}

sit. Ba>0 forall ),

(1)
where i, is a weight for the constraint term and is set to
be 1 in our experiments. B’s columns are the reflectance
spectral basis vectors b;.

Given a estimation, F can be estimated by minimiz-
ing the same error function in Equation (16) with the
constraint that Zi E, = 1. After several alternating
iterations between estimating o and E, we converge
upon a solution where o and E are well estimated. With
o estimated, spectral reflectance s can be reconstructed
by Equation (12).

4.3 Fluorescence Absorption Spectrum Recovery

Using the obtained spectral reflectance s and Equa-
tion (7), the appearance of the fluorescent component un-
der the m-th illuminant is computed as f;* = p;* — 7" so
we describe how the fluorescence spectral components
can be estimated given f)".

Previous work has also shown that absorption spectra
can be well represented by basis functions [5]. In our
investigation, we have found that a large collection of
absorption spectra from the McNamara and Boswell
Fluorescence Spectral Dataset [26] can be well repre-
sented using 9 principal components. In our method, we
use 9 principal components to describe the fluorescence
absorption spectrum, as shown in Figure 5(b). Thus our
observed absorption spectrum can be expressed as a
linear combination of basis vectors

9
N =3 B,
=1

where v;(A\) (i = 1,---,9) is the i-th basis vector at
wavelength A and f; is the corresponding coefficient.
From Equations (3) and (22) the fluorescent component
™ can be described as

(22)

(A)dA

m =D, Z/Bm/lm()\)vl
= Dn Zﬂmhzn
= 'YEn Zﬁmhznv

where h" = [1,,( A)dX and v =322 | D;.
FE, was determmed from Section 4.2 so it can be
used to recover the fluorescence absorption spectrum by

(23)
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Fig. 6: All test errors sorted in ascending order. 69% of cases
were below the average error of 0.01.

estimating the coefficients 3; as
B=argmin} > IF = vEn Y Bibi" |3
m n i

Similar to Equation (21), this is solved with a regulariza-
tion term as

R a(\)\>
ﬂzargmin{Ilf—Hﬁ||§+ua/( ) dA},

st. VB3>0 forall A

(24)

(25)
where f = [fl,---,fMT, is a 3M x 1 vector, B =
Y[B1, -+, Bo]T is @ 9 x 1 coefficient vector, and H is

a matrix where H&‘t?m—lwn,i = h"E,. V is a matrix
whose columns are the absorption spectral basis vectors.
~ is just a scale factor that does not affect the estimated
shape of the fluorescence absorption spectrum. Note
that our method operates on pixels independently so
~ is different for each pixel and serves to preserve the
relative scale differences between pixels in a scene. p,
is a weight for the constraint term and is set to be
1 in the experiments. With the calculated results by
Equation (25), the fluorescence absorption spectrum can
be recovered by Equation (22).

4.4 Fluorescence Emission Spectrum Recovery

In our system, we use an RGB camera to capture the
scene and only have 2 values for the fluorescent chro-
maticity E to recover the emission spectrum. Estimating
an entire emission spectrum from only 2 values is a
challenging problem but we have devised a data driven
method that is effective. We observe the emission spectra
in the McNamara and Boswell Fluorescence Spectral
Dataset, and find most of them have similar bell shapes
(see Figure 7 for examples) but with different widths
and peaks at different wavelengths, which is different
from reflectance spectra that can be distributed over
the entire visible spectrum (see Figure 10(a) for exam-
ples). Due to the restricted types of shapes exhibited by
emission spectra, we have found that similar emission
chromaticities generally map to similar emission spectra.
This is because these restricted types of shapes reduce
the possibility of metamerism between the fluorescent
chromaticities and emission spectra.

This makes it possible to determine the corresponding
emission spectrum to a given fluorescent chromaticity
by performing a simple procedure. We use the known
camera spectral sensitivity and integrate it with each

fluorescence emission spectrum in the dataset to obtain
the corresponding chromaticity for each fluorescence
emission. Then, we compare the estimated fluorescent
chromaticity E with the fluorescent chromaticities from
the dataset. The dataset emission spectrum’s chromatic-
ity with the lowest sum square error to the estimated
fluorescent chromaticity E is then chosen as E’s emis-
sion spectrum.

To test the effectiveness of our method, we con-
ducted tests on the McNamara and Boswell Fluorescence
Spectral Dataset. We first chose a subset of materials
such that the emission and absorption spectra were
both present in the visible spectrum (400 - 700 nm).?
This resulted in a collection of 183 materials. We then
tested our method using leave-one-out cross-validation
on the 183 emission spectra. In each case, the error
between the estimated emission spectrum and its ground
truth was computed using the mean root square error,
V2o (e95(X) — e°5(N))?/d, where d is the length of the
visible spectrum, e9‘()\) is the ground truth emission
spectrum and e®*(\) is the estimated emission spectrum.
Before computing the errors, the estimation and ground
truth were also normalized for scale by setting the
maximum value of each emission spectrum to be 1.

In our results, we found an average error of 0.01. See
Figure 6 for a plot of all the errors for the 183 estimated
emission spectra. We found that 69% of cases were below
the average error of 0.01. Thus our results indicate that
the majority of materials fit our assumption and emission
spectra are accurately estimated as can be seen in Figure
7. In the 183 materials, 96% of the cases had an error of
less than 0.04. We can see from Figure 7(d) that an error
of 0.04 is quite reasonable. We also show our worst case
error in Figure 7(e). These results show that there were
some high error cases that violated our assumption but
these only constituted a small set.

4.5 Fluorescent Chromaticity Initialization

Equation (10) is a nonconvex function due to bilinear
correlation between the reflectance spectrum s and flu-
orescent chromaticity E. In practice, we use a standard
alternating minimization scheme to solve this problem
as described in Section 4.2. To estimate the reflectance
spectrum, we need to initialize the chromaticity E of
the fluorescent component first.

To demonstrate the effectiveness of this alternating
minimization scheme for our method, we test our
method under different possible initialization values for
E by exhaustively trying different values for chromatic-
ity and running our alternating iterations to see what
kinds of chromaticity values would be converged upon.
For the types of initializations tested, we choose a dense
and uniformly distributed set of initializations for E

2. We chose this subset because our experimental setup is currently
focused on imaging in the visible spectrum. Although conceptually,
our methods would extend to non-visible wavelengths as well.
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Fig. 7: Examples of estimated emission spectra and their mean root square errors.

TABLE 1: Average and standard deviations of the converged
upon estimated chromaticities under all 66 initializations of E
are shown in the second and third columns. The 66 initial-
izations are densely and uniformly distributed in the space of
possible initializations of E. The low standard deviations indi-
cate our estimation method is robust to different initializations
of E.

Sheets Average Standard | Ground Truth
Chromaticity | Deviation Truth
Pink (0.61, 0.19) | (0.01, 0.00) (0.61, 0.20)
Green (0.15, 0.64) | (0.01, 0.02) (0.16, 0.64)
Orange | (0.56, 0.32) | (0.02, 0.02) (0.56, 0.31)
Red (0.61, 0.21) | (0.00, 0.00) (0.61, 0.20)
Yellow | (0.19, 0.62) [ (0.01, 0.03) (0.19, 0.62)

from the space of possible chromaticities. For each chan-
nel n, we set E,, to values from 0 to 1 in increments of 0.1
with the constraint that E4 + E>+ E3 = 1. This amounted
to 66 initializations® for the (E;, E», E3) values.

Table 1 shows average estimated chromaticities and
their standard deviations for all 66 initializations for the
5 fluorescent sheets on the color wheel in Figure 4. We
found the averages shown in Table 1 to be close to the
ground truth chromaticities. In addition, the standard
deviations of the 66 initializations is very small for all the
fluorescent sheets tested. This indicates that our estima-
tion method is very robust to the choice of initialization
values of E.

4.6 Summary of the Algorithm

We exploit the unique property of fluorescence that
the chromaticity of fluorescent emissions are invariant
under different illuminants to simplify our optimiza-
tion in Equation (10) into 3 sub-problems: reflectance
spectrum s recovery, fluorescence absorption spectrum a
recovery, and fluorescence emission spectrum e recovery.
However, the optimization problem in Equation (16) for
reflectance spectrum s recovery is also challenging due
to its nonconvexity from the bilinear correlation between
s and E. The global minimum for Equation (16) can
be found via a two-dimensional exhaustive search but
this would be extremely slow. Meanwhile, using certain
local optimization methods would require a reasonable
initialization. In practice, we minimize Equation (16)
via a standard alternating minimization scheme with an
initialized fluorescent chromaticity E. In Section 4.5, we

3. When FEj is initialized to 0, F5 will have 11 selections from 0 to
1 in 0.1 increments, F3 will be 1 — E7 — E2. When Ej is initialized as
0.1, Eg will have 10 selections from 0 to 0.9 in 0.1 increments, and so
on. So there are (11 4+ 10+ --- + 1) = 66 possible initializations.

can see that the standard deviations of the recovered flu-
orescent chromaticities E under different initializations
are very small for all the fluorescent sheets tested, which
show that our method converges well under different
initializations and tends to avoid local minima.

In practice, the maximum number of iterations for the
alternating minimization procedure was chosen to be
10 in all experiments. We exhaustively initialize fluores-
cent chromaticities E using the 66 possible settings and
choose the one that minimizes ), > |ph —pp' (o, E)||
as the estimated result for each pixel. The proposed
method can be seen in Algorithm 1.

Algorithm 1: Reflectance, fluorescence absorption
and emission spectra estimation

Input : Images captured under varied illuminants
Output: Recovered reflectance, fluorescence
absorption and emission spectra for all
pixels
fort=1,2,--- T do
Set the fluorescent chromaticity E to the
initialization;
for h=1,2,--- ,H do
Estimate the reflectance spectrum s via
Equations (21) and (12);
Update the chromaticity of the fluorescent
component E;
end
Estimate the absorption spectrum a via
Equations (25) and (22);
end
Select the best estimated s, a and FE, to minimize
Equation (10) from all T' estimations;
Estimate the emission spectrum e by the fluorescent
chromaticity E according to Section 4.4.

[y

tth

o

[y

5 RESULTS AND ANALYSIS

The performance of our method was tested by using
images taken by a CCD camera (SONY DXC-9000) under
varied illuminants. The camera spectral sensitivity is
shown in Figure 8. The types of illuminants used were
9 colored lights ranging from blue to red in the visible
spectrum as shown in Figure 9(a), which were produced
by a Nikon Equalized Light Source (ELS) in our exper-
iments. The camera spectral sensitivity was calibrated
by using a white target and narrowband illuminants
produced by a Nikon Equalized Light Source (ELS). We
used a PR-670 SpectraScan Spectroradiometer to collect
ground truth spectra and illuminant spectra.
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Fig. 9: The spectra of our 9 colored illuminants and correspond-
ing singular values.

5.1 Recovery of Spectra

We first evaluate the accuracy of the recovered spectral
reflectance and fluorescence absorption and emission
spectra of all 5 fluorescent sheets on the color wheel
of Figure 4. We capture the ground truth spectra of all
these fluorescent sheets by using the method described
in Section 3.2. Figure 10 shows the recovered spectral
reflectance and fluorescence absorption and emission
spectra of all 5 fluorescent sheets. Compared with the
ground truth, we can see that the recovered spectral re-
flectance (Figure 10(a)), absorption spectra (Figure 10(b))
and emission spectra (Figure 10(c)) of all fluorescent
sheets approximate the ground truth well. All these
results demonstrate that our method can effectively re-
cover spectral reflectance and fluorescence absorption
and emission spectra by only using an RGB camera
under multiple illuminations.

We also compared our method against state-of-art
work [6], which requires a hyperspectral camera and
specialized illuminants. In Figure 11, we can see that our
method and [6] both approximate the ground truth well.
It shows that our method can achieve competitive results
with [6] and effectively recover all spectra for reflective-
fluorescent scenes by using lower costing equipment.

5.2 Relighting Results

Since our method is able to recover the full spec-
tral reflectance, fluorescence absorption, and fluores-
cence emission spectra for an entire reflective-fluorescent
scene, the scenes can be separated into reflective and
fluorescent components, and relit under different illumi-
nations, as shown in Figures 12-15.

Figure 12 shows the separation of reflectance and
fluorescence for a reflective-fluorescent scene as well

Reflectance Absorption Emission

---Ground Truth|
6] 1
—Our method

0.5

---Ground Trutl
-6

Our method

0.5

N 0.5 /..
¢ |---Ground Truth L

--[6]
§ - —Our method
1?00 500 600 700 1?00 500 600 700

(a) Recovered r(\) (b) Recovered a(\)

o 500 60 700

(c) Recovered e(\)

Fig. 11: Comparison between [6] and our method on fluores-
cent yellow sheet.

as relighting results with different initializations of the
fluorescent chromaticity. In Figures 12(c) and (e) we can
see the recovered reflective and fluorescent components.
In the scene, the notebook on the left only has ordinary
reflectance so its colors in the recovered reflective com-
ponent (Figure 12(c)) are the same as those seen under
white light (Figure 12(a)).

The ground truth for the color wheel scene under
the 5 illuminants can be seen in Figure 12(b) and the
corresponding relighting results (Figure 12(f) (h) (j) and
(I)) are rendered by the recovered spectra s, a, and e
under different initialization conditions for fluorescent
chromaticities E. Figure 12(f) shows the best results for
each pixel chosen from the the 66 possible initializations
described in our exhaustive tests in Section 4.5. We can
see that these relighting results (Figure 12(f)) approxi-
mate the ground truth well (Figure 12(b)).

To further demonstrate that our method is robust to
the fluorescent chromaticity initializations, we also show
the relighting results (Figure 12(h) (j) and (1)) under 3
other initialized fluorescent chromaticities, which are the
image captured under near UV light (Figure 12(g), it is a
close approximation to observing the ground truth chro-
maticity), average image from the 9 input color images
(Figure 12(i), it is similar to the image captured under
white light), and the flat chromaticity (1/3,1/3,1/3) for
the R, G, and B channels (Figure 12(k)), respectively. We
can see that these relighting results (Figure 12 (h) (j) and
(1)) are close to the ground truth (Figure 12(b)). In fact,
all the visual relighting results (Figure 12(f) (h) (j) and
(1)) are virtually indistinguishable and match the ground
truth well.

When the scene is relit without considering fluorescent
effects in the scene (Figure 12(d)), this leads to many flu-
orescent materials appearing as black, especially under
blue-green light (the first column in Figure 12(d)). For the
parts of the image that are not black, we can only observe
the colors that are present in the illuminant. For example,
under blue-green light, Figure 12(d) only shows blue and
green colors.

Figures 13-15 show additional separation of reflectance
and fluorescence on 3 other fluorescent scenes and their
relighting results. We found all relighting results un-
der different initializations to be nearly identical so we
only show the relighting results from the best estimated
spectra under the 66 initializations for these 3 scenes.
The relighting results were all close to the ground truth
and the fluorescent parts were well separated from the
reflective parts. For example, Figure 13 shows highly
fluorescent objects such as the fluorescent pen at the
bottom. In the reflectance only image (Figure 13(c)),
those objects are very dark while they are very bright
in the fluorescence only image (Figure 13(d)). Similar
results can be observed from the other scenes. These
additional results on real scenes show that our method
is robust to different types of materials and initialization
conditions in the optimization.

We also quantitatively evaluate the errors between
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Fig. 10: Recovered reflectance r(\), fluorescence absorption a()) and emission e(A) spectra of the 5 fluorescent sheets in the
color wheel of Figure 4. The recovered results for 5 fluorescent sheets from top to bottom in the color wheel are shown from in

the columns from left to right.

TABLE 2: The errors between the ground truth and the relit results. “R Only” means only reflectance was considered. The “R+F”
means reflectance and fluorescence were considered. “R+F 17, “R+F 2”, “R+F 3” and “R+F 4” are the errors between the ground
truth and the relighting results under different initialized fluorescent chromaticities, which are respectively, the exhaustive
66 initializations, the image captured under near UV light, average image from input 9 images, and the flat chromaticity
(1/3,1/3,1/3) for the R, G, and B Channels. “Max” and “Min” correspond to the maximum and minimum errors under 5

different illuminants, respectively .

Scene R Only R+F 1 R+F 2 R+F 3 R+F 4
Min Max Min Max Min Max Min Max Min Max
Color Wheel | 0.3434 | 0.4696 | 0.0265 | 0.0404 | 0.0273 | 0.0481 | 0.0290 | 0.0502 | 0.0268 | 0.0490
Cup 0.2286 | 0.3007 | 0.0220 | 0.0330 | 0.0288 | 0.0371 | 0.0220 | 0.0372 | 0.0222 | 0.0379
Train 0.3336 | 0.6381 | 0.0333 | 0.0670 | 0.0362 | 0.0679 | 0.0347 | 0.0672 | 0.0344 | 0.0682
Gun 0.3411 | 0.6376 | 0.0283 | 0.0522 | 0.0302 | 0.0543 | 0.0300 | 0.0571 | 0.0298 | 0.0547

the virtual relighting of all these 4 reflective-fluorescent
scenes and their ground truth. We computed errors
between the ground truth and the relit results as

(8 = pye)?) ()2

(26)

n

where p¥ is the ground truth (corresponding images in
Figures 12-15(b)) and p}¢ is the relighting result. Table 2
shows the maximum and minimum errors for 4 scenes
under 5 illuminants and under different initializations.
“R Only” means only reflectance was considered. The
“R+F” means reflectance and fluorescence were both
considered. “Max” and “Min” correspond to the max-
imum and minimum errors under the 5 different illu-
minants, respectively. “R+F 1”7, “R+F 2”, “R+F 3” and
“R+F 4” are the errors between the ground truth and
the relighting results under different initialized fluores-
cent chromaticities, which are respectively, from the 66
possible initializations in our exhaustive test, the image
captured under near UV light, average image from the
9 input images in our method, and the flat chromaticity
(1/3,1/3,1/3) for R, G, and B channels. We can see that

the errors are large when only reflectance is considered.
When fluorescence is considered, the errors are small
and show that the predicted colors are very close to
their ground truth images. The errors for relighting
results from the 4 fluorescent chromaticity initializations
strategies are also very similar. The “R+F 1”7 with he
best estimated spectra from the 66 initializations is only
a little better than other results. This slightly better
accuracy is visually indistinguishable in the relit images
(Figure 12). These quantitative results reconfirm that our
method is robust and converges well under different
fluorescent chromaticity initializations.

6 DISCUSSION ON ILLUMINANTS

The illuminants used in our experiments can be pro-
duced by LEDs or other light sources. For testing
purposes, we employed a programmable light source
(Nikon ELS) to produce the 9 colored lights in our
experiments. To be effective, the light sources need to
satisfy 2 conditions:

First, the spectra of all the illuminants should be
linearly independent as images captured under linearly
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Fig. 12: Relighting results for the fluorescent color wheel.

correlated illuminants cannot provide new information.
In Equation (9), if the spectrum of one illuminant can be
described as a linear combination of 2 other illuminants
as

13()\) = Tlll()\) + TQZQ()\)7

then substituting Equation (27) into Equation (9), the
intensity for the n'" channel of the reflective-fluorescent
scene can be represented as

s = [ enasdx
+</zs( Ja(A )d)\>/ L (Ne(N)dA
_ / en (V) (rala (A) + 72l (A)(A)s(A)dA
+ (/ (nh(\) +ng2(X))a(X)dX> /cn()\)e()\)d)\

= Tiph + T1D5

27)

(28)
This means that the image captured under illuminant /3
can be expressed as a linear combination of the images
captured under illuminants /; and ly. The third image
captured under /3 would thus provide no additional

information beyond that found in the images captured
under under [; and [s.

A second requirement is that the spectra of all illumi-
nants combined should, as much as possible, uniformly
cover the visible spectrum. If some range of wavelengths
were not covered by any illuminants, it would affect the
recovery of reflectance and absorption spectra in that
range. This is because we do not know in advance where
along the spectrum the fluorescence absorption spectra
will be present. If the illuminants span the entire visible
spectrum, we can assure that our method would be
robust to different materials and their different spectra.

The 9 illuminants (Figure 9(a)) used in our experi-
ments are evenly distributed in the spectral domain and
cover all visible wavelength. The linear independence
of these 9 illuminant spectra can be evaluated by their
singular values and condition number. Their singular
values are shown in Figure 9(b) and their condition
number is 44.57. The condition numbers of the W term
in Equation (21) and H term in Equation (25) are 45.95
and 74.06 under these illuminants, respectively. In the
W and H terms, the bases and RGB camera spectral
sensitivity are considered and shown in Figures 5 and
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Fig. 13: Relighting results for the fluorescent cup scene.

8, respectively. The closer the condition number is to
1, the stronger the linear independence. Our results
indicate that this level of linear independence of light
sources is good enough to provide accurate estimation
of reflectance and fluorescence absorption spectra.

In our experiments, we produced the illuminants us-
ing a programmable light source. We also evaluated our
approach by performing an analysis using the spectra of
off-the-shelf LEDs. In Figure 16, the spectra of these 9
off-the-shelf LED light sources and their corresponding
singular values are shown. These light sources also
satisfy our requirements for effective imaging of all
spectral components. The condition number for these 9
illuminants is 9.50, which is much less than the 44.57 con-
dition number of our original illuminants. The condition
numbers of the W and H terms are 15.92 and 22.57 under
these illuminants, respectively. The condition numbers of
W and H under the off-the-shelf LED light sources are
also much lower than those of the original illuminants
used in our experiments, so theory shows we can obtain
better experimental results under these LEDs than with
the illuminants produced by our programmable light
source.

To evaluate our method under our illuminants and off-
the-shelf LED light sources, we first randomly selected
one color from the 16 color patches on the Macbeth
ColorChecker as the reflectance spectrum. As for the
absorption and emission pair, we randomly selected one
pair from the fluorescence spectral dataset [26] from
among the 183 materials used in this paper. All spectra
were normalized such that the maximum value was
1 for each spectrum. We then simulated our method
on these spectra under our illuminants and the off-
the-shelf LED light sources. After the simulation, we
calculated the errors between the recovered spectra and
the ground truth like in Section 4.4. The mean errors
for the recovered reflectance and fluorescence absorption
spectra are 0.012 and 0.007 under our illuminants, while
the mean errors are 0.009 and 0.007 under off-the-shelf
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Fig. 16: The spectra of off-the-shelf LED light sources and
corresponding singular values.
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LED lights. We can see that the mean errors from using
these two sets of illuminants are close. Therefore, our
method can be directly applied using off-the-shelf light
sources.

7 CONCLUSION AND LIMITATIONS

In this paper, we presented a method to simultane-
ously recover the reflectance and fluorescence absorption
and emission spectra of an entire scene by using RGB
images under varied illuminants. Making use of the
illuminant-invariant chromaticity of fluorescence, our
method is capable of estimating the reflectance spectrum
and chromaticity of the fluorescent component. More-
over, the fluorescence absorption and emission spectra
are estimated accurately by exploiting the basis repre-
sentation of absorption spectra and a strong correlation
between fluorescent chromaticity and emission spectra,
respectively. The effectiveness of the proposed method
was successfully demonstrated with experiments on real
data taken under varied illuminants. In addition, the
recovered spectra were used to accurately relight scenes.

There are still some limitations in our method that
are worth further investigation in the future. Estimating
all three spectra from RGB values observed under dif-
ferent illuminants is a difficult task. To overcome these
difficulties, we employed 9 colored illuminants in our
method. This is time consuming and makes it impractical
to directly extend our method to moving fluorescent
scenes. To solve this problem, we will investigate how
we might relax our constraints to reduce the number
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(a) White light

(c) Reflectance

(e) Fluorescence

(b) Ground Truth

(d) Relit without Fluorescence

(f) Relit with Fluorescence

Fig. 14: Relighting results for the fluorescent train scene.

(a) White light

(c) Reflectance

(e) Fluorescence

(b) Ground Truth

(d) Relit without Fluorescence

(f) Relit with Fluorescence

Fig. 15: Relighting results for the fluorescent toy gun scene.

of required input images. In addition, we can also use
a high speed camera to capture multiple images in a
short amount of time. We also required a dataset for
emission spectra estimation. One of the extensions of
our approach will be to employ multi-channel cameras
(e.g. 5 channels) with more narrowband sensitivities
and investigate how we can estimate emission spectra
without relying on a dataset. Another issue is that our
method needs to be calibrated to the camera spectral
sensitivity and the illuminant spectra in advance. There
are existing methods that can be used to calibrate camera
spectral sensitivity [1], [30] and illuminants [16]. In the
future, it is worth investigating how we can estimate
all reflectance, absorption, and emission spectra under
unknown camera spectral sensitivity or illuminant spec-
tra by combining those existing methods as well as
considering the fluorescent property for camera spectra
sensitivity and illuminant recovery.
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